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Building an NLP-Powered Repository for Cyber Risk Literature

ABSTRACT
With the large and growing body of cyber risk literature, we see 
three major challenges faced by the actuarial research 
community: there is no context aware tool for finding cyber 
literature, no central repository of cyber risk resources, and a 
lack of accounting of literature trends. To address the 
abovementioned challenges, we propose to build a repository of 
cyber-risk articles with an NLP powered search tool that can 
easily be used by researchers to find relevant materials. 

METHODS FUTURE DIRECTIONS
Currently, we have only implemented the keyword and topic 
modelling system. In the future, we propose a system that is able 
to automatically group these articles based on semantic content.

How the Article Pipeline Works: 

1. The article summary/abstract is extracted and preprocessed 
based on a set of rules.

2. Text classification is done on the summary to group it into the 
most suitable category and the database is updated.

Proposal for Keyword Modeling and Classification System:

INTRODUCTION

As the world has become more reliant on information technology 
than ever, especially after the pandemic, cyber risk has received 
a tremendous amount of attention from practitioners and 
scholars. Aside from studies on mitigating cyber risk from the 
engineering and technical perspective, since the time when 
cyber insurance was first introduced to the market, there has 
been a rapidly expanding volume of literature that focuses on 
other aspects of cyber risk, such as the legal and financial 
consequences of cyber incidents, and they are closely related to 
the development of the cyber insurance industry.

Goals
• Apply natural language processing (NLP) techniques to 

classify and group cyber-risk and cybersecurity related 
academic literature. Using this information, we want to 
construct a tool for academics and researchers to use to 
identify trends and new technologies in cyber-risk and cyber 
security. 

• For example, given a text query, a researcher would be able 
to obtain relevant pieces of literature and topics to use as well 
as visualize trends and different topic groupings. 

• In addition to that, researchers would be able to suggest and 
add new pieces of literature into the database as well. This 
would be a growing repository. 

Terminology: 
• Natural Language Processing: Natural language processing 

(NLP) refers to a branch of artificial intelligence relating to 
giving computers the ability to speak and understand text1.

• Cybersecurity: Cybersecurity is known as the practic
protecting computer systems and networks from information 
disclosure and data theft.

• Keyword Extraction: Keyword extraction is the process of
automatic identification of terms that best capture the 
meaning of a document.

Tools:
• Libraries: Tensorflow, Scikit-learn, Pandas 
• Languages: Python, JavaScript 

Text Data

• Sources of literature were identified and texts and data were scraped 

from there 

• Custom scrapers were made to extract articles from various sources

Pre-
processing

• The data was cleaned by removing stopwords and punctuation 

• Exploratory data analysis (EDA) was performed on the text to generate 

candidate keywords

NLP 
Models

• Using BERT, YAKE, and other extraction methods, keywords were 

extracted from each article.  

• LDA and other topic modelling methods were used to group these 

keywords

DISCUSSION
• The keywords generated by YAKE are much more diverse than the ones generated by Max Marginal 

Relevance, however both capture the semantic meaning of the article based on the abstract
• The keywords are listed in descending relevancy with the first word being the most relevant. We see 

that the top keywords generated between the two models are very similar
• The diversity of the keywords generated by Max Marginal Relevancy can be adjusted with the diversity

factor (!)

RESULTS

Journal Abstract 

With YAKE
'cyber security businesses’ 

'hobbesian features implicated’
'work political philosopher’ 

'normalisation intrusive controls’ 
'consumption suggesting'

With MMR
'cyber security businesses’ 

'businesses confronted evolving’
'security events businesses’

'offer businesses researchers’ 
'leaders work political'

Prediction

Prediction: ‘cybersecurity’, ‘growing field’ Outcome of the classifier

Classification

Classified with predetermined labels Predicts the articles topics

Preprocessing

Remove all punctuation and stopwords Prepares the text for classification

Abstract

Ex: Cybersecurity is a rapidly growing field An article we want to classify using the 
abstract 
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Results: Outcome of the keywords is shown on 
two different models. The number of keywords 
generated can be changed with hyperparameter 
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